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Abstract—This paper presents an efficient practical Zak-OTFS
modulation implementation using time and frequency windowing
methods. We present two general classes of delay-Doppler (DD)
twisted convolution (TC) filters (Type-1 and Type-2), and show
that they can be realized by time and frequency windowing
functions. We then propose practical methods to generate time
domain Zak-OTFS signals, for actual transmission, using the
windowing functions. For Type-1, the signals are generated using
an interpolation filter. For Type-2, they are generated using a
form of precoded OFDM. We show that this allows a wide variety
of pulse shapes to be implemented in practice for Zak-OTFS
modulation. This was not previously possible. We also show that
the Type-2 signals are more spectrally efficient than their Type-1
counterparts. Finally, we compare the channel predictability of
the two implementations.

Index Terms—OTFS, delay-Doppler domain, Zak-OTFS, Zak
Transfrom, Twisted Convolution Filters, Time-Frequency Win-
dowing, Channel Predictability.

I. INTRODUCTION

Orthogonal Time Frequency Space (OTFS) modulation was
proposed for doubly dispersive channels to overcome the
inter-carrier interference (ICI) problem suffered by OFDM in
high Doppler scenarios [1], [2]. The core idea of OTFS is
to modulate information symbols in the delay-Doppler (DD)
domain, by using pulses which are nearly localized in the DD
domain [1]–[3]. The sparsity of the DD domain channel is
exploited to perform equalization efficiently [3]–[6]. However,
channel estimation and equalization are challenging due to the
complicated input-output relationship of OTFS [3], [4], [7].

The original proposal of OTFS, referred to as multi-carrier
OTFS (MC-OTFS), was a two stage implementation [2], where
the OTFS symbol was created via a sequence of coded OFDM
symbols. This provided a practical implementation, however
it resulted in a complicated input-output relationship in which
each information symbol undergoes a different transformation
due to the channel, as was shown in [7], [8]. An alternative
waveform proposal was presented in [9], called Orthogonal
Delay Doppler Modulation (ODDM). It was based on a
Nyquist interpolation filter to design pulses for multi-carrier
modulation, however in the presence of fractional delays and
Doppler shifts, the ODDM pulses lose their orthogonality.

Recently in [7], [8], a new OTFS framework was presented,
called Zak-OTFS, based on the Zak Transform. It introduced
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the concept of a twisted convolution (TC) filter to create
an input-output relationship where each symbol undergoes
the same transformation through the channel, which leads to
more accurate channel estimation and an ability to operate
in non-sparse channels. It was shown that the Zak-OTFS
framework has the potential to offer superior bit error rate
(BER) performance compared to MC-OTFS in high Doppler
spread scenarios. The Zak-OTFS transmission method was
presented entirely in the DD domain, and no method was
provided for implementation in the time domain. In particular,
it was not shown how to practically realise the time domain
Zak-OTFS signals, given by the TC filtering process.

A practical approach for designing pulses for DD commu-
nication, also based on the Zak transform, was considered in
[10]. It was different to Zak-OTFS modulation, as it extended
the approach in [9] where the focus was on a matched
filtering based receiver and on the design of orthogonal pulses.
Time domain windowing was introduced to pulse shape the
ODDM waveform, however the waveform derivation relied on
approximations, to arrive at a practically realizable signal.

In this paper, we present methods for implementing Zak-
OTFS modulation in practice. We use complex valued time
and frequency windowing methods to derive time domain
implementations, which were not possible with the previous
DD domain formulation. We first present two general classes
of TC filters (Type-1 and Type-2), and show that they can be
realized by time and frequency windowing functions. We then
propose practical methods to generate the time domain Zak-
OTFS signals for each class, for actual transmission, using the
windowing functions. For Type-1, the signals are generated
using an interpolation filter. For Type-2, they are generated
using a generalization of Delay Doppler OFDM (DD-OFDM)
[11], with different precoding, and new frequency and time
windowing steps.

We point out that the TC filters used in [8] to demonstrate
BER superiority of Zak-OTFS, belong to the Type-1 class.
We show that those specific Type-1 filters cannot be realised
in practice, due to the resulting Zak-OTFS symbol having
an infinite time response. We show that an equivalent Type-
2 Zak-OTFS signal (which has the same pulse shape in the
DD domain) is time-limited and can be practically realized
using our method. We propose a modification to the Type-1
implementation by allowing roll-off of frequency window, to
make it practical.
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We compare the performance of the two implementations
in the time and frequency domain, using rectangular and root
raised cosine (RRC) windows. We show that the DD-OFDM
based Type-2 implementation has a better spectral efficiency,
i.e. requires less time and bandwidth resources, compared to
the Type-1 implementation. It also has significantly better roll-
off of side-lobes in the frequency domain with RRC windows.

The rest of the paper is organized as follows. Section II
presents the system model. It introduces the Zak-OTFS frame-
work of [7], [8], and highlights the challenges in imple-
menting Zak-OTFS modulation in practice, which includes
implementation of TC filters. In Section III, we present our
method for realizing Type-1 and Type-2 TC filters using time
and frequency windowing. In Section IV, we present the
time domain formulation of the Zak-OTFS basis functions,
corresponding to Type-1 and Type-2 transmit TC filters. In
Section V, we present our proposed implementations of Zak-
OTFS modulation. In Section V-A, we present the Zak-
OTFS implementation corresponding to the Type-1 TC filters,
using an interpolation filter. In Section V-B, we present the
Zak-OTFS implementation corresponding to the Type-2 TC
filters, using the DD-OFDM framework mentioned earlier. In
Section VI, we compare the two implementations in terms
of DD domain pulse shape and effective DD domain channel
spread. We show that the two implementations have identical
performance in the DD domain. In Section VII, we compare
the two implementations in terms of time and frequency
domain resources. We show that Type-2 Zak-OTFS (based on
DD-OFDM) has practical advantages over Type-1 for windows
with finite support. Type-2 Zak-OTFS also has better spectral
efficiency for practical implementation. In Section VIII, we
compare the channel predictability of the two approaches. In
Section IX, we present our conclusions.

II. SYSTEM MODEL

This section provides an overview of the Zak-OTFS modu-
lation framework introduced in [7], [8] and also the challenges
in practical implementation of Zak-OTFS.

A. Discrete DD Domain Zak-OTFS Signal

Zak-OTFS modulates data in the delay-Doppler domain,
where both delay and Doppler are discretized on a M × N
grid. The data symbols x̂[l, k] are placed on the M ×N DD
data grid, where 0 ≤ l ≤ M − 1 is the delay index and
0 ≤ k ≤ N − 1 is the Doppler index. The conversion to
DD domain from the time domain is done through the Zak
transform as defined below.

Definition 1. For T > 0, the Zak transform of a continuous
time signal s(t) is defined as

Zs(τ, ν) :=
∑
n∈Z

s(τ + nT )e−j2πνnT . (1)

Zs(τ, ν) is the delay-Doppler domain representation of the
time domain signal s(t).

A DD domain signal is quasi-periodic due to the quasi-
periodicity of the Zak transform, i.e.

Zs(τ + n′T, ν +m′∆f) = ej2πνn
′TZs(τ, ν) (2)

for each m′, n′ ∈ Z and ∆f := 1
T . Note that the DD domain

signal is periodic for shifts of ∆f along the Doppler axis,
whereas there is an extra multiplicative phase term associated
with shifts of T along the delay axis.

The full Zak-OTFS discrete DD domain signal xdd[l
′, k′] is

therefore constructed by performing a quasi periodic encoding
of the data symbols onto the infinite DD grid, by extending
the M ×N data grid as follows:

xdd[l + nM, k +mN ] := x̂[l, k]ej2π
nk
N (3)

for (m,n) ∈ Z×Z and (l, k) ∈ {0, . . . ,M−1}×{0, . . . , N−1}.

B. Twisted Convolution Filtering and the Transmitter

The discrete signal xdd[l
′, k′] is converted to an analog

DD domain signal xdd(τ, ν) on the grid, by modulating the
discrete values using DD domain impulses, as follows:

xdd(τ, ν) :=
∑

(l′,k′)∈Z×Z

xdd[l
′, k′]δ

(
τ − l′T

M

)
δ

(
ν−k′∆f

N

)
. (4)

Hence, the impulse at location (l′ T
M , k′∆f

N ) modulates the
symbol xdd[l

′, k′] for each (l′, k′) ∈ Z× Z.
The time domain representation of this analog DD domain

signal xdd(τ, ν) is neither band-limited nor time-limited and
hence is not practical. The crucial step in Zak-OTFS is to
generate a practically realizable time-limited and almost band-
limited signal from xdd(τ, ν), by means of a DD domain
twisted convolution (TC) filter [7], where the twisted convo-
lution operation of two DD domain functions is defined as
follows:

Definition 2. Twisted convolution of two DD functions
a(τ, ν), b(τ, ν) is defined as

a ∗σ b(τ, ν) :=

∫∫
a(τ ′, ν′)b(τ−τ ′, ν−ν′)ej2πν

′(τ−τ ′)dτ ′dν′.

Note that twisted convolution is a two dimensional convo-
lution, with a multiplicative phase term that couples the two
dimensions.

Let g(τ, ν) denote a generic TC filter in the DD domain.
Now let gTx(τ, ν) specifically denote the transmit filter of Zak-
OTFS. The transmitted DD domain signal in Zak-OTFS is
therefore given by xgTx

dd (τ, ν) := gTx ∗σ xdd(τ, ν).

Fig. 1. A generic Zak-OTFS transmitter.

A generic Zak-OTFS transmitter implementation based on
these steps is shown in Fig. 1, where the inverse Zak transform
converts the DD domain signal to time domain, defined as
x(t) := 1

∆f

∫∆f

0
xgTx

dd (t, ν)dν.
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C. Doubly Dispersive Channel

The output of the channel, i.e. the received time domain
signal, ignoring the additive noise, is given by

y(t) =

∫∫
h(τ, ν)x(t− τ)ej2πν(t−τ)dτdν (5)

where h(τ, ν) is the delay-Doppler response (also known as
delay-Doppler spreading function) of the doubly dispersive
channel. Taking the Zak-transform of (5), results in a twisted
convolution relation in the DD domain as

Zy(τ, ν) = h ∗σ Zx(τ, ν) (6)

= h ∗σ (gTx ∗σ xdd)(τ, ν) (7)

where (7) follows from the fact that the transmitted DD signal
Zx(τ, ν) is transmit TC filtered version of xdd(τ, ν).

D. Receiver Processing

Fig. 2. Effective DD Channel Model for Zak-OTFS.

At the receiver, a receive TC filter gRx(τ, ν) is applied to
the received signal Zy(τ, ν) to obtain the TC filtered received
signal ydd(τ, ν) := gRx∗σZy(τ, ν). Substituting Zy(τ, ν) from
(7), the effective DD domain input-output (I/O) relation of
Zak-OTFS is obtained as

ydd(τ, ν) = hdd(τ, ν) ∗σ xdd(τ, ν) (8)

where hdd(τ, ν) := gRx ∗σ h ∗σ gTx(τ, ν) is the effective DD
channel response which is a cascade of three TC filters, 1)
transmit TC filter, 2) TC filter corresponding to the channel
response and 3) receive TC filter. This effective channel
structure is possible due to the associativity property of the
twisted convolution operation. An illustration of the effective
DD channel for Zak-OTFS is shown in Fig. 2.

Finally, the TC filtered received signal ydd(τ, ν) is sampled
on the grid points (τ, ν) = (l T

M , k∆f
N ) for l, k ∈ Z × Z to

obtain the discrete DD domain samples. In the discrete DD
domain, Zak-OTFS leads to an input-output relation given by

ydd[l, k] =
∑

l′,k′∈Z
hdd[l − l′, k − k′]xdd[l

′, k′]ej2π
(k−k′)l′

MN (9)

where

hdd[l, k] := hdd(τ, ν)
∣∣∣
τ=l T

M ,ν=k∆f
N

(10)

is the sampled effective channel response.
The channel response can be estimated using a single DD

pilot symbol because all data symbols undergo the same
transformation by the channel, as in (9), which is termed
channel predictability [7], [8]. This is the case when the spread
of the effective channel response is small and there is no DD
domain aliasing. The spread of the effective channel is not

only determined by the delay spread and Doppler spread of
the physical channel but also by the choice of the twisted
convolution filters.

E. Practical Implementation Challenges of Zak-OTFS

Note that the generic Zak-OTFS formulation presented
above is entirely in the DD domain, as shown for the trans-
mitter in Fig. 1 and for the effective channel in Fig. 2. For
actual implementation in practice, it is necessary to generate
equivalent time domain operations for each of the processing
blocks. Moreover, the generic Zak-OTFS transmitter requires
the construction of the infinite 2D analog signal xdd(τ, ν),
however it is not possible to generate the time domain signal
corresponding to xdd(τ, ν), since it is an idealized theoretical
construction that is neither time-limited nor band-limited.

The key challenges are therefore: 1) the construction of TC
filters in the time domain, which are required at both the
transmitter and the receiver, and 2) the construction of the
time domain transmitted signal.

In this paper, we address these challenges by proposing two
general classes of TC filters, that we call Type-1 and Type-
2, that we show can be implemented using frequency and
time windowing methods. We also take a direct approach to
generating the TC filtered time domain signal for each class of
the proposed TC filters. In the following sections, we show that
the time domain signal corresponding to our proposed Type-1
TC filters can be generated by a Time Division Multiplexing
(TDM) approach using an interpolation filter, and the time
domain signal corresponding to our proposed Type-2 TC filters
can be generated using an OFDM approach.

III. TWISTED CONVOLUTION FILTERS AND WINDOWING

In this section, we present two general classes of TC filters
(Type-1 and Type-2) that can be implemented using time and
frequency windowing.

We start with some preliminary definitions and results.
The following lemma describes the effect of the twisted
convolution operation on the time domain input signal.

Lemma 1. For a time domain signal s(t) and delay-Doppler
filter function g(τ, ν), the TC filtered signal sg(t) is given by

sg(t) =

∫∫
g(τ ′, ν′)s(t− τ ′)ej2πν

′(t−τ ′)dτ ′dν′ (11)

and its Zak transform satisfies

Zsg (τ, ν) = g ∗σ Zs(τ, ν) (12)

Proof. See Appendix.

Note that it will be convenient for us to use the following
notation in the time domain

g ∗σ s(t) := sg(t) (13)

to indicate that the relationship is a twisted convolution in the
DD domain as in Lemma 1. Hence, g∗σs(t) is the time domain
signal which has the DD domain representation g ∗σ Zs(τ, ν).
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Let Sg(f) :=
∫
g ∗σ s(t)e−j2πftdt denote the Fourier

transform of the TC filtered signal sg(t). Taking the Fourier
transform of both sides of (11), we obtain

Sg(f) =

∫∫
g(τ ′, ν′)S(f − ν′)e−j2πfτ ′

dν′dτ ′ (14)

where S(f) is the Fourier transform of s(t).

A. Frequency and Time Windowing

The following two lemmas present TC filtering formulations
that are equivalent to frequency domain windowing and time
domain windowing respectively. These windowing functions
are a vital component of our proposed practical time domain
Zak-OTFS implementation.

Lemma 2. Consider a TC filter g(τ, ν) with a DD response
that only has a spread along the delay axis, given by α(τ),
i.e.

g(τ, ν) = α(τ)δ(ν) (15)

Then, for an input time domain signal s(t), the Fourier
transform of the TC filtered signal is given by

Sg(f) :=

∫
g ∗σ s(t)e−j2πftdt = A(f)S(f) (16)

where

A(f) :=

∫
α(τ)e−j2πfτdτ (17)

is the Fourier transform of α(τ), and S(f) :=
∫
s(t)e−j2πftdt

is the Fourier transform of s(t).

Proof. From (14), we obtain Sg(f) = A(f)S(f).

Remark 1. Note that the LHS of (16) is the Fourier transform
of the TC filtered signal g ∗σ s(t), where filter g(τ, ν) =
α(τ)δ(ν), whereas the RHS is the product of the complex
valued frequency domain window A(f) with the Fourier
transform of s(t). Hence, Lemma 2 shows that applying a
frequency domain window, A(f), to a signal is equivalent to
twisted convolution of the signal with the TC filter α(τ)δ(ν).

Lemma 3. Consider a TC filter g(τ, ν) that has a DD
response that only has a spread along the Doppler axis, given
by β(ν), i.e.

g(τ, ν) = δ(τ)β(ν) (18)

Then, for an input time domain signal s(t), the TC filtered
signal is

g ∗σ s(t) = B(t)s(t), (19)

where

B(t) :=

∫
β(ν)ej2πtνdν (20)

is the inverse Fourier transform of β(ν).

Proof. From (11), we obtain sg(t) = s(t)B(t).

Remark 2. Note that the LHS of (19) is the TC filtered signal
g ∗σ s(t), where filter g(τ, ν) = δ(τ)β(ν), whereas the RHS is

the product of the complex valued time domain window B(t)
with the signal s(t). Hence, Lemma 3 shows that applying a
time domain window, B(t), to a signal, is equivalent to twisted
convolution of the signal with the TC filter δ(τ)β(ν).

B. Type-1 and Type-2 TC Filters

We now propose a general class of windowing functions
that can be used to realise general TC filters that have a spread
along both delay and Doppler axes. We present two classes of
TC filters: Type-1 filters are a product of a delay spreading
function, α(τ), and a Doppler spreading function, β(ν), as
follows:

g1(τ, ν) = α(τ)β(ν) (21)

and the Type-2 filters have an extra multiplicative sinusoidal
component as follows:

g2(τ, ν) = α(τ)β(ν)ej2πτν (22)

In the following sections we will present efficient practical
implementations of Zak-OTFS modulation corresponding to
the Type-1 and Type-2 filters. We also point out that the
proposed TC filters in [8] belong to the general class of Type-1
filters.

We now present our result on realizing Type-1 and Type-2
filters, where we use FT(·) and IFT(·) to represent the Fourier
transform and inverse Fourier transform respectively.

Theorem 1.
• For an input signal s(t) and a Type-1 TC filter with

response g1(τ, ν) = α(τ)β(ν), the TC filtered time
domain signal is given by

g1 ∗σ s(t) = α(τ)δ(ν) ∗σ δ(τ)β(ν) ∗σ s(t) (23)

=

∫
A(f)

(∫
B(t′)s(t′)e−j2πt′fdf

)
ej2πftdt (24)

= IFT(A(f) FT (B(t)s(t))). (25)

• For an input signal s(t) and a Type-2 TC filter with
response g2(τ, ν) = α(τ)β(ν)ej2πντ , the TC filtered time
domain signal is given by

g2 ∗σ s(t) = δ(τ)β(ν) ∗σ α(τ)δ(ν) ∗σ s(t) (26)

= B(t)

∫ (
A(f)

∫
s(t′)e−j2πft′dt′

)
ej2πftdt (27)

= B(t)IFT (A(f)FT (s(t))) . (28)

where B(t) =
∫
β(ν)ej2πtνdν and A(f) =

∫
α(τ)e−j2πfτdτ .

Proof. The proof follows from Lemma 2 and Lemma 3 using
the associativity property of twisted convolution.

Remark 3.
• From (25) in Theorem 1, we see that applying a time

domain window B(t) to a signal, followed by a frequency
domain window A(f), is equivalent to performing a
twisted convolution of the signal with a Type-1 TC filter
g1(τ, ν) = α(τ)β(ν).

• From (28) in Theorem 1, we see that applying a frequency
domain window A(f) to a signal, followed by a time
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domain window B(t), is equivalent to performing a
twisted convolution of the signal with a Type-2 TC filter
g2(τ, ν) = α(τ)β(ν)ej2πντ .

(a) Type-1 TC filter g1(τ, ν). (b) Type-2 TC filter g2(τ, ν).

Fig. 3. Practical TF domain operations for implementation of Type-1 and
Type-2 TC filters using time-frequency windowing.

Hence, we have shown that Type-1 and Type-2 TC filters
can be practically implemented using time and frequency
windowing as illustrated in Fig. 3.

IV. TWISTED CONVOLUTION FILTERED ZAK-OTFS BASIS
FUNCTIONS

In this section, we formulate the time domain basis func-
tions for Zak-OTFS, corresponding to our Type-1 and Type-2
transmit TC filters from the previous section. In Section V,
we will propose time domain methods to generate these basis
functions.

A. Unfiltered Basis Functions

Let τl := l T
M and νk := k∆f

N for each (l, k) ∈ Z× Z. The
analog Zak-OTFS symbol xdd(τ, ν) in the DD domain from
(4) can be expressed as

xdd(τ, ν) =

M−1∑
l=0

N−1∑
k=0

x̂[l, k]Zϕl,k
(τ, ν) (29)

where ϕl,k(t) is the data carrying basis function corresponding
to the DD index pair (l, k) (and data symbol x̂[l, k]), given by

ϕl,k(t) := T

∞∑
n=−∞

ej2πνknT δ(t− τl − nT ) (30)

and its Zak tranform is the quasi-periodic DD impulse train

Zϕl,k
(τ, ν) =

∑
(m,n)∈Z×Z

ej2πνknT δ(τ − τl − nT )

δ(ν − νk −m∆f) (31)

Note from (30) that the unfiltered basis function ϕl,k(t) is a
pulsone with ideal impulses, i.e. it is a tone modulated impulse
train, and is hence neither band-limited nor time-limited.
To realize the Zak-OTFS framework, the TC filtered basis
functions, which are time-limited and almost band-limited,
must be generated as time domain signals.

B. TC Filtered Basis Functions

We now apply Theorem 1 to obtain the TC filtered basis
functions, corresponding to Type-1 and Type-2 TC filters.

From Theorem 1, the Zak-OTFS basis function ϕg1
l,k(t) :=

g1 ∗σ ϕl,k(t) corresponding to a Type-1 transmit TC filter
g1(τ, ν) = α(τ)β(ν) is given by

ϕg1
l,k(t) = T

∑
n∈Z

B(τl + nT )ej2πνknTα(t− τl − nT ) (32)

whereas the Zak-OTFS basis function ϕg2
l,k(t) := g2 ∗σ ϕl,k(t)

corresponding to a Type-2 transmit TC filter g2(τ, ν) =
α(τ)β(ν)ej2πντ is given by

ϕg2
l,k(t) = TB(t)

∑
n∈Z

α(t− τl − nT )ej2πνknT (33)

= TB(t)Zα(t− τl, νk) (34)

C. Pulsone Decomposition

Both Type-1 and Type-2 TC filtered basis functions have a
pulsone decomposition, which will provide insight into their
structure.

From (32), the pulsone decomposition of Type-1 TC filtered
basis function ϕg1

l,k(t) is as follows:

ϕg1
l,k(t) = T

∑
τ∈{τl+nT}n∈Z

B(τ)ej2πνk(τ−τl)︸ ︷︷ ︸
Windowed Tone Sample

α(t− τ)︸ ︷︷ ︸
Pulse

(35)

which can be interpreted as a train of pulses modulating the
windowed tone samples. The pulse α(t − τ) modulates the
sample B(τ)ej2πνk(τ−τl) for each n ∈ Z and τ = τl + nT .
This is illustrated in Fig. 4(a), for a rectangular window B(t).
The time windowed tone samples (represented by the square
shaped markers) are shown above the pulses. Each colored
pulse corresponds to the windowed tone sample of the same
color.

To show the pulsone decomposition of the Type-2 TC
filtered basis function ϕg2

l,k(t), we introduce the notion of a
Dual Zak transform which acts on the Fourier transform (i.e.
frequency domain representation) of a signal, and is defined
as follows. We define the Dual Zak transform of a function
X(f) as

DX(τ, ν) :=
∑
m∈Z

X(ν +m∆f)ej2πτm∆f (36)

The following lemma presents the relationship between the
Dual Zak transform and the Zak transform, which we will use
for the pulsone decomposition.

Lemma 4. Let X(f) be the Fourier transform of x(t), then

DX(τ, ν) = Te−j2πντZx(τ, ν) (37)

Proof. See Appendix.

From Lemma 4 and (34), we obtain the pulsone decompo-
sition of Type-2 TC filtered basis function ϕg2

l,k(t) as

ϕg2
l,k(t) = B(t)ej2πνk(t−τl)DA(t− τl, νk) (38)

= B(t)ej2πνk(t−τl)︸ ︷︷ ︸
Windowed Tone

∑
m∈Z

A(m∆f + νk)e
j2πm∆f(t−τl)

︸ ︷︷ ︸
Periodic Pulse Train

(39)

which is the product of a windowed tone and a pulse train.
The windowed tone component is a sinusoid ej2πνk(t−τl)

multiplied by a time limiting window B(t). The pulse train
component can be interpreted as a Discrete Time Fourier
Transform (DTFT) type function of the frequency domain win-
dow samples. Note that the pulse train component is periodic
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(a) Type-1 basis function: Train of pulses modulating the samples of a time
windowed tone.

(b) Type-2 basis function: Product of a periodic pulse train and a time
windowed tone.

Fig. 4. Time domain illustration of the two types of Zak-OTFS basis functions
with rectangular windows.

with period T , due to the periodicity of the ej2πm∆f(t−τl)

sinusoid function. The Type-2 basis function is illustrated in
Fig. 4(b), for a rectangular window B(t). The time windowed
tone (in black) is shown above the periodic pulse train (brown).

V. PROPOSED ZAK-OTFS IMPLEMENTATION

In this section, we present our proposed implementations of
Zak-OTFS corresponding to our Type-1 and Type-2 transmit
TC filters.

A. Type-1 TC Filtered Zak-OTFS Implementation Using an
Interpolation Filter

In this section, we present our Zak-OTFS implementation
corresponding to our Type-1 TC filters. We show that the Type-
1 TC filtered Zak-OTFS waveform can be implemented by a
TDM approach using an interpolation filter with filter response
α′(x) := Tα( T

M x). The overall approach is illustrated in
Fig. 5 for the case of a time window B(t) with support
[−Mg

T
M , NT +Mg

T
M ) for any integer Mg < M .

Fig. 5. Block Diagram of Type-1 Zak-OTFS transmitter for a time window
B(t) with support [−Mg

T
M

, NT + Mg
T
M

) where Mg is an integer less
than M .

We now present the detailed steps involved in the imple-
mentation, for the general case, and show that the Type-1
TC filtered basis functions are synthesized by the proposed
method.

1) Precoding: In the precoding step, the delay-time domain
symbols x[l, n] for n = 0, . . . , N − 1 and l = 0, . . . ,M − 1
are obtained by taking an N -point Inverse Discrete Fourier
Transform (IDFT) of the DD domain data symbols x̂[l, k]
along the Doppler dimension k as

x[l, n] :=

N−1∑
k=0

x̂[l, k]ej2π
nk
N . (40)

The delay-time domain symbols are periodically extended
along the time frame dimension n, for the range n ∈ Z −
{0, . . . , N − 1} as

x[l, n] = x[l, (n)N ], (41)

where (n)N represents n mod N .
2) Time Domain Windowing: The delay-time domain sym-

bols are then serialized to obtain time domain samples as

X[nM + l] = x[l, n] (42)

for each n ∈ Z and l = 0, . . . ,M − 1.
The time domain samples X[i] are multiplied by time do-

main window coefficients B[i] := B(i T
M ), to obtain windowed

samples XB [i] := X[i]B[i] for i ∈ Z. In practice, the time-
domain window B(t) has a finite support and hence only a
finite number of windowed samples need to be considered.

3) Interpolation Filter: Finally, an analog interpolation
filter with response α′(x) := Tα( T

M x) is applied to the
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windowed samples to obtain the signal

x1(t) =
∑
i∈Z

XB [i]α
′
(

t

Ts
− i

)
(43)

= T
∑
i∈Z

XB [i]α (t− iTs) (44)

where Ts :=
T
M = 1

M∆f is the sampling interval.
In practice, the interpolation filter can be implemented by

pulse shaping digitally followed by digital-to-analog conver-
sion. Digital pulse shaping requires upsampling of the time
domain symbols XB [i]; the upsampled symbols are filtered
(i.e. convolved) with the samples of α′(t) (also obtained at
the upsampled rate).

The following Theorem 2 shows that the signal x1(t) is
in fact the Zak-OTFS symbol that modulates the data symbols
x̂[l, k] using the Type-1 TC filtered basis functions ϕg1

l,k(t) with
TC filter g1(τ, ν) := α(τ)β(ν).

Theorem 2. The signal x1(t) in (43) can be expressed as

x1(t) =

N−1∑
k=0

M−1∑
l=0

x̂[l, k]ϕg1
l,k(t) (45)

where g1(τ, ν) := α(τ)β(ν) is the Type-1 TC filter response
and the Type-1 TC filtered Zak-OTFS basis function ϕg1

l,k(t) is
given in (32).

Proof. See Appendix.

B. Type-2 TC Filtered Zak-OTFS Implementation Using DD-
OFDM Framework

In this section, we present our Zak-OTFS implementation
corresponding to the Type-2 TC filters. Our method to syn-
thesize Type-2 TC filtered Zak-OTFS basis functions (and
the corresponding Zak-OTFS signal) is a generalization of
our recently proposed DD-OFDM framework [11]. Our new
approach here includes a different precoding technique and
introduces new time and frequency windowing steps. An
important difference is that the tone component in DD-OFDM
does not include a phase offset, that appears in the windowed
tone of Type-2 Zak-OTFS. This is related to the phase offset
between the Zak transform and the Dual Zak transform, as
seen in Lemma 4.

The overall approach is illustrated in Fig. 6 for the case
of a frequency window A(f) with support [−Ng

∆f
N ,M∆f +

Ng
∆f
N ) for any integer Ng < N . We now present the detailed

steps involved in the implementation, for the general case.
1) DD-OFDM Precoding: Our scheme starts by modifying

the approach in [11] to introduce so called phase offset twiddle
factors e−j2π lk

MN that multiply the data symbols x̂[l, k] for
k = 0, . . . , N − 1 and l = 0, . . . ,M − 1. A Discrete Fourier
Transform (DFT) is then taken along the delay dimension to
obtain the frequency-Doppler domain symbols as

x̃[m, k] =

M−1∑
l=0

x̂[l, k]e−j2π lk
MN e−j2π lm

M (46)

for m = 0, . . . ,M − 1.

Fig. 6. Block Diagram of Type-2 Zak-OTFS transmitter for a frequency
window A(f) with support [−Ng

∆f
N

,M∆f + Ng
∆f
N

) where Ng is an
integer less than N .

We extend the frequency-Doppler domain symbols period-
ically along the frequency frame dimension m, for the range
m ∈ Z− {0, . . . ,M − 1} as

x̃[m, k] := x̃[(m)M , k] (47)

where (m)M represents m mod M .
2) Frequency Domain Windowing: We now serialize the

frequency-Doppler domain symbols to obtain the frequency
domain samples X̃[i] for i ∈ Z as

X̃[mN + k] = x̃[m, k] (48)

We multiply these frequency domain samples X̃[i] with cor-
responding frequency domain window coefficients A[i] :=
A(i∆f

N ), to obtain the windowed frequency domain samples
X̃A[i] := X̃[i]A[i] for i ∈ Z. In practice, the frequency domain
window A(f) has a finite support, and hence only a finite
number of samples need to be considered.

3) OFDM Waveform Generation: Next, the filtered fre-
quency samples are placed on OFDM subcarriers with sub-
carrier spacing ∆f

N (which we note is much smaller than the
Doppler spread, in contrast to standard OFDM). The frequency
sample X̃A[i] is modulated on subcarrier index i. The resulting
OFDM waveform with a time domain window B(t) is

x2(t) =
∑
i∈Z

X̃A[i]B(t)ej2πi
∆f
N t (49)

Note that the resulting OFDM subcarrier shape in the fre-
quency domain is a function of the time domain window B(t).

In practice, OFDM pulse shaping is implemented digitally
and then digital-to-analog conversion is done to generate
the analog signal x2(t). The OFDM pulse shaping can be
implemented via an IDFT on the frequency samples X̃A[i]
followed by multiplication with samples of the window B(t),
to construct the time domain signal samples.
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The following theorem shows that the signal x2(t) is in fact
the Zak-OTFS symbol that modulates the data symbols x̂[l, k]
using the Type-2 TC filtered basis functions ϕg2

l,k(t) with TC
filter g2(τ, ν) := α(τ)β(ν)ej2πντ .

Theorem 3. The signal x2(t) in (49) can be expressed as

x2(t) =

M−1∑
l=0

N−1∑
k=0

x̂[l, k]ϕg2
l,k(t) (50)

where g2(τ, ν) = α(τ)β(ν)ej2πντ is the Type-2 TC filter
response and the corresponding TC filtered Zak-OTFS basis
function ϕg2

l,k(t) is given in (39).

Proof. See Appendix.

Hence, we have shown that Zak-OTFS with Type-2 TC fil-
ters can be realized using generalized DD-OFDM (generalized
from [11], as described above). Thus, a wide variety of pulse
shapes for Zak-OTFS can be achieved using our approach.
This was not previously possible. And moreover, these pulse
shapes can be designed using standard OFDM filter design.

C. Receiver Implementation

In the receiver, the output of the DD channel is filtered with
the receive TC filter gRx(τ, ν), as shown in Fig. 2, and the
resultant signal gRx ∗σ y(t) (which is given by ydd(τ, ν) in the
DD domain) is then time domain sampled. These samples are
then used to generate the receive DD domain samples ydd[l, k]
in (9), using the discrete Zak transform operation. This final
step converting from the time domain samples into the DD
domain is also done for standard MC-OTFS, as in [6].

The receive TC filter gRx(τ, ν) can be designed to meet de-
sired performance metrics (for example, the most basic design
is to have gRx(τ, ν) = δ(τ)δ(ν)), and can be implemented in
the time domain using Theorem 1.

D. Computational Complexity Comparison

The computational complexities of our two proposed imple-
mentations are given in Table I for general window functions,
A(f) with support [−Ng

∆f
N ,M∆f + Ng

∆f
N ) for Type-2,

and B(t) with support [−Mg
T
M , NT + Mg

T
M ) for Type-1,

where Ng and Mg are arbitrary integers less than N and M
respectively.

TABLE I
COMPLEXITY COMPARISON

Type-1 MN log(N) + (MN + 2Mg)
Type-2 MN +NM log(M) + (MN + 2Ng)

ODDM [9] MN log(N)
MC-OTFS [2] MN log(N)

For Type-1 implementation, the precoding computational
complexity is MN log(N) and the time windowing complex-
ity is MN + 2Mg . For Type-2, the precoding complexity is
MN for twiddle factor multiplication and MN log(M) for the
DFT operations, and the frequency windowing complexity is
MN+2Ng . Note that in some cases, the filters have structure
that can be exploited to reduce the complexity.

For example, consider rectangular windows A(f) with
Ng = 0 and B(t) with Mg = 0. For this case, the digi-
tal implementation of Type-2 only requires a computational
complexity of MN log(N), to obtain the time domain signal
samples for digital-to-analog conversion, which is the same as
for MC-OTFS and ODDM.

VI. DELAY-DOPPLER DOMAIN COMPARISON OF THE TWO
APPROACHES

In this section, we consider our two implementation ap-
proaches in terms of the delay-Doppler domain characteristics,
namely DD domain pulse shape and effective DD channel
response. We show that the performance is identical in terms
of pulse shaping along delay and Doppler dimensions, and the
spread of the channel response. In the next section, we will
present a time-frequency domain comparison and show that
Type-2 Zak-OTFS is more spectrally efficient in practice.

Throughout this section, we will illustrate our derivations
(which are for general window functions) with figures that
correspond to the particular case of using rectangular windows
A(f) = 1

Wf
I[0,Wf)(f) and B(t) = 1

Wt
I[0,Wt)(t) for band lim-

iting and time limiting, where IS(x) is the indicator function
which equals 1 if x ∈ S and 0 otherwise, and Wf = M∆f
and Wt = NT . Hence, Figs. 7, 8, and 9 correspond to delay
and Doppler filter components

α(τ) = e
jπ τ

1/Wf sinc
(

τ

1/Wf

)
(51)

β(ν) = e−jπ ν
1/Wt sinc

(
ν

1/Wt

)
(52)

respectively. Note that other windowing functions will be em-
ployed in later sections (in particular, root raised cosine with
various roll-off factors), and compared with the rectangular
functions.

A. TC Filter Response

The magnitude of the TC filter response is identical for the
two approaches, and is given by

|gi(τ, ν)| = |α(τ)||β(ν)| (53)

for TC filter type i = 1, 2. The filter response in (53) is
illustrated in Fig. 7 for rectangular windows.

B. DD Pulse Shape

The DD domain representation of the Zak-OTFS basis
functions for the Type-1 and Type-2 TC filter implementations
are given as

Zϕ
g1
l,k
(τ, ν) =

∑
(m,n)∈Z×Z

α(τ − τl − nT )β(ν − νk −m∆f)

e−j2πml
M e−j2πνkτlej2πν(nT+τl) (54)

Zϕ
g2
l,k
(τ, ν) =

∑
(m,n)∈Z×Z

α(τ − τl − nT )β(ν − νk −m∆f)

ej2π
kn
N ej2πτνe−j2πτ(m∆f+νk). (55)
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Fig. 7. |gi(τ, ν)|: Magnitude of the filter response with rectangular windows.

We note from (54) and (55) that the DD domain shape of
the basis functions in the two Zak-OTFS implementations only
differ in the phase terms in the summation. The magnitude of
DD domain representation |Zϕ

gi
l,k
(τ, ν)| is shown in Fig. 8 for

rectangular windows.

Fig. 8. |Z
ϕ
gi
l,k

(τ, ν)|: TC filtered basis function in the DD domain for

(l, k) =
(

M
2
, N

2

)
.

In either approach, the TC filtered basis function in the
DD domain is a quasi periodic two dimensional pulse train,
as shown in Fig. 8. The magnitude of the pulse at location
(τ0, ν0), where τ0 = (nM + l) T

M and ν0 = (mN + k)∆f
N , is

|α(τ − τ0)β(ν − ν0)| (56)

for (m,n) ∈ Z×Z, (l, k) ∈ {0, . . . ,M−1}×{0, . . . , N−1}.
Hence, the shape of each pulse is determined by the filter re-
sponse. Furthermore, the shape |α(τ−τ0)| along the delay axis
is determined by the frequency domain window through (17)
and the shape along the Doppler axis is similarly determined
by the time domain window through (20).

C. Effective Channel Response

In this section, we consider the received signal

ydd(τ, ν) = h ∗σ gTx ∗σ xdd(τ, ν) (57)

which is obtained after sending the transmit TC filtered Zak-
OTFS symbol through the channel, with a basic receive TC
filter gRx(τ, ν) = δ(τ)δ(ν) that corresponds to not windowing
the signal.

For this setup, the effective channel response is given by

hgTx

dd (τ, ν) := h ∗σ gTx(τ, ν) (58)

We consider a sparse path channel with P paths labelled
p = 0, . . . , P−1, where each path p is characterized by a gain
hp, a delay τp and a Doppler shift νp. We obtain the effective
DD channel response for the two types of transmit TC filters
(which correspond to the two Zak-OTFS implementations) as

hg1
dd (τ, ν) =

P−1∑
p=0

hpα(τ − τp)β(ν − νp)e
j2πνp(τ−τp) (59)

hg2
dd (τ, ν) =

P−1∑
p=0

hpα(τ − τp)β(ν − νp)e
j2πν(τ−τp) (60)

Note that the response of an individual path only differs
in the sinusoidal phase term in the two approaches. In both
approaches, for an individual path, the shape of the effective
channel response along the Doppler axis is given by the filter
response β(ν − νp), i.e. the DFT of time domain window
centered at Doppler shift νp. Similarly, the shape along the
delay axis is given by α(τ−τp), i.e. the IDFT of the frequency
domain window centered at delay τp. Hence, we can conclude
that both approaches have identical DD channel spread and
DD pulse shaping.

For illustration, consider a channel with four paths with
path gains [1, 1/

√
2, 1, 1/

√
2], delays [0, 1

3 ,
2
3 , 1] × τmax and

Doppler shifts [−1,− 1
2 ,

1
2 , 1] × νmax, where νmax = 20∆f

N
and τmax = 60 T

M . Fig. 9 shows the magnitude of the effective
channel response, which is a superposition of four pulses, each
corresponding to a path. Note that the effective spread of the
channel is higher than the physical channel spread due to the
side-lobes of the TC filter response. As noted previously, for
predictability of the Zak-OTFS channel response, it is required
that the effective channel delay spread is small (less than T )
and the effective channel Doppler spread is less than ∆f .

Fig. 9. |hgi
dd (τ, ν)|: DD domain effective channel for the considered four path

channel.

The channel coefficients in the discrete DD domain for the
two approaches are not the same, in general, since the phase
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terms associated with each corresponding path are different,
as can be seen below.

hg1
dd [l, k] =

P−1∑
p=0

hpα(τl − τp)β(νk − νp)e
j2πνp(τl−τp) (61)

hg2
dd [l, k] =

P−1∑
p=0

hpα(τl − τp)β(νk − νp)e
j2πνk(τl−τp) (62)

However, other important factors such as the predictability of
the channel response, and the sparsity of the effective channel
matrix, are identical for the two approaches if using same
windows since these are determined by the DD pulse shape
and the side-lobe decay.

In summary, the effective DD channel response and DD
pulse shape depend on the transmit TC filter, which in
turn depends on the time and frequency windows used in
our schemes. As will be shown in Section VIII, channel
predictability depends on having a sufficiently compact DD
pulse shape, and this requires sufficient bandwidth and time
windowing resources. Furthermore, the quality of channel
estimators and the capacity of the resulting channels also
depends on the DD pulse shape.

VII. TIME AND FREQUENCY DOMAIN COMPARISON OF
THE TWO APPROACHES

This section considers our two implementation approaches
from a time domain and frequency domain perspective and
discusses implementation constraints. We show that our pro-
posed Type-2 Zak-OTFS approach is the practical option for
implementing windows with finite support. Although Type-1
Zak-OTFS can be modified for practical implementation, we
show that the Type-2 Zak-OTFS approach has better spectral
efficiency (transmitted data symbols per second per Hz).

A. Time Domain Comparison

For rectangular windows, note from (32) in Section IV (and
using (51) for α(τ)) that the Type-1 TC basis function ϕg1

l,k(t)
is given by

ϕg1
l,k(t) = M

N−1∑
n=0

ej2π
kn
N︸ ︷︷ ︸

nth sample of tone

ejπ(
t

T/M
−(nM+l))sinc

(
t

T/M
− (nM + l))

)
︸ ︷︷ ︸

nth sinc pulse centered at nT + l T
M

(63)

whereas the Type-2 TC basis function ϕg2
l,k(t) is given by

ϕg2
l,k(t) := ej2πνk(t−τl)I[0,NT )(t)︸ ︷︷ ︸

Time limited tone

M−1∑
m=0

ej2π
m
M ( t

T/M
−l)

︸ ︷︷ ︸
Periodic pulse train

(64)

from (39) in Section IV.
For rectangular windows, it is clear from (63) that Type-1

TC basis functions are not time-limited for any pair (l, k) due
to the side-lobes of the sinc function. Hence, the corresponding
Zak-OTFS symbol is also not time-limited. In fact, the Type-1

Zak-OTFS symbol is not time-limited for any frequency win-
dow A(f) that has a finite support, which includes rectangular
windows and root raised cosine (RRC) windows, considered
in [8]. As a consequence, the symbols considered in [8] cannot
be realized in practice. However, we will show in the following
subsection, that a modified Type-1 Zak-OTFS symbol can be
realized by allowing roll-off of the frequency window.

In contrast, the Type-2 TC filtered basis function is strictly
time-limited to the interval [0, NT ) from (64) and can be
realized using our proposed DD-OFDM implementation. Our
Type-2 Zak-OTFS implementation with finite support windows
always leads to a time-limited waveform and a finite number
of DD-OFDM sub-carrier symbols.

B. Practical Implementation of Type-1 Zak-OTFS

As discussed in the previous section, the Type-1 Zak-OTFS
implementation is not possible for a window A(f) that has
a finite support, since it results in an unlimited time-domain
symbol. We now show that a modified Type-1 symbol can be
realized by allowing roll-off of the frequency domain window.

We propose that the response of the interpolation fil-
ter for Type-1 implementation be chosen to be α̃(t) :=
α(t)I[−Tc

2 ,Tc
2 ](t), i.e. the response of α(t) is truncated to be in

the range [−Tc

2 , Tc

2 ]. For this modified practical Type-1 Zak-
OTFS implementation, the modified basis function is

ϕ̃g1
l,k(t) = T

∑
n∈Z

α̃(t− τl − nT )B(τl + nT )ej2πνknT (65)

Note that this basis function corresponds to a modified Type-
1 TC filter α̃(τ)β(ν). Hence, the modified frequency domain
window is Ã(f) := A(f) ∗ Tcsinc

(
f

1/Tc

)
, whereas the time

domain window remains as B(t). Here, ∗ represents convolu-
tion. Note that the modified frequency window Ã(f) does not
have a finite support (even though the original window A(f)
has a finite support). Hence, we say this Type-1 symbol is
windowed by the rolled-off version of A(f). It can be noted
that as Tc approaches infinity, the rolled-off implementation
gets closer to the Type-1 Zak-OTFS symbol corresponding to
filter α(t) (and the strictly band-limited window A(f)).

In this case, the time duration of the Zak-OTFS symbol
is NT + Tc, i.e. [−Tc

2 , NT + Tc

2 ). It is clear that practical
implementation of Type-1 requires Tc

NT additional time re-
sources compared to Type-2. For example, for Tc = 10T ,
and N = 100, Type-1 implementation requires 10% more
time resources. In the next section, we also show how the
choice of Tc affects the frequency resource usage of Type-1
implementation compared to a Type-2 implementation.

C. Frequency Domain Comparison

In this section we compare the power spectral density
of the Zak-OTFS symbol for our modified practical Type-1
implementation, and for our Type-2 implementation.

Let Φ̃g1
l,k(f) =

∫
ϕ̃g1
l,k(t)e

−j2πftdt be the Fourier transform
of the modified Type-1 basis function ϕ̃g1

l,k(t), and Φg2
l,k(f) =∫

ϕg2
l,k(t)e

−j2πftdt be the Fourier transform of the Type-2
basis function. They are given by
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Φ̃g1
l,k(f) = T

(
A(f) ∗ Tcsinc

(
f

1/Tc

))
︸ ︷︷ ︸

Frequency domain window

e−j2πfτl

∑
n∈Z

B(τl + nT )e−j2π(f−νk)nT (66)

Φg2
l,k(f) =

∑
m∈Z

A(m∆f + νk)e
−j2πτl(m∆f+νk)

β(f −m∆f − νk) (67)

where ∗ denotes convolution.
It can be noted from (66) that the effective frequency win-

dow component of the modified Type-1 implementation is the
window A(f) convolved with a sinc function Tcsinc

(
f

1/Tc

)
,

due to the truncation of the filter response. This convolution
leads to side-lobes outside the band of window A(f), as well
as an expansion of the first-null bandwidth. As Tc increases,
the side-lobes decay at a higher rate and the bandwidth
expansion reduces. The trade-off from increasing Tc is that
the Type-1 Zak-OTFS symbol has a longer time duration.

From (67), the Fourier transform of the Type-2 basis func-
tion consists of a sum of frequency domain pulses. The side-
lobes are a function of the frequency domain pulse shape β(f)
(which is determined by the time-domain window B(t)).

We now compare the expected power spectral density of
our two practical implementations, with rectangular windows
and with RRC windows. We also compare with the original
MC-OTFS scheme [2] and with ODDM [9].

Fig. 10 presents the power spectral density comparison
for rectangular windows. Note that MC-OTFS has the high-
est side-lobe levels of all schemes, followed by ODDM.
Comparing the Zak-OTFS schemes, Type-1 with Tc = 10T
has the most rapid side-lobe roll-off, followed by Type-2,
and then Type-1 with Tc = T . Note that for our Type-1
implementations, the first null is at approximately 0.5/Tc, as
can be seen from the zoomed in plots. Hence, our Type-1
implementation uses M∆f + 1

Tc
bandwidth and NT + Tc

time resources, while our Type-2 implementation only uses
M∆f + ∆f

N bandwidth and NT time resources. For example,
Type-1 with Tc = T requires 1.2% more bandwidth, and a
0.6% longer symbol duration compared to Type-2, and leads
to 9 dB higher side-lobe levels, while Type-1 with Tc = 10T
requires 5.6% longer symbol duration compared to Type-2.

Fig. 11 presents the power spectral density comparison for
more practical RRC windows with roll-off factors r = 0.01
and 0.1. Note, by comparing with Fig. 10, that the performance
of our Type-2 implementation is significantly better with RRC
windows, compared to rectangular windows. For example, the
side-lobe levels for Type-2 with RRC for small roll-off factor
r = 0.01 are ≈ 36 dB lower at f = −5∆f , compared
with rectangular windows. In fact, our Type-2 implementation
performance with RRC windows is better than all the schemes
considered for rectangular windows in Fig. 10.

Clearly, there is a first-null bandwidth expansion with RRC
windows, for both r = 0.01 and 0.1, compared to rectangular
windows (Fig. 10). In terms of RRC side-lobe comparison,
for r = 0.01, the side-lobe performance of Type-2 is similar

Fig. 10. Expected Power Spectral Density of the two implementations with
rectangular windows, along with MC-OTFS and ODDM.

Fig. 11. Expected Power Spectral Density comparison of the two implemen-
tations with RRC windows, and ODDM.

to Type-1 with Tc = 10T ; and both of those are superior to
Type-1 with Tc = T . For r = 0.1, the side-lobe performance
of Type-2 is significantly superior to all the other schemes.

VIII. CHANNEL PREDICTABILITY

In this section, we demonstrate that the channel response
can be estimated in an efficient way, for each of our Zak-
OTFS implementations. Since all data symbols x̂[l, k] undergo
the same transformation by the channel, it is only necessary
to use one of them as a pilot symbol to obtain all channel
taps. This is termed channel predictability [8]. We compare
our Type-1 and Type-2 implementations in terms of channel
predictability, for rectangular and RRC windows.

A. Pilot Response

From (9) and (3), the output response to a pilot signal
x̂[l′, k′] = δ[l′ − l◦]δ[k

′ − k◦] for a DD data grid location
(l◦, k◦) ∈ {0, . . . ,M − 1} × {0, . . . , N − 1} is given by

ydd[l, k] = ej2π
l◦(k−k◦)

MN hplt [l, k|l◦, k◦] (68)
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for (l, k) ∈ Z× Z, where

hplt[l, k|l◦, k◦] := hdd[l − l◦, k − k◦] +
∑

(m,n)∈Z×Z−(0,0)

ej2π
ml◦
M

e−j2π nk
N hdd[l − l◦ + nM, k − k◦ +mN ] (69)

where hdd[·, ·] is the sampled effective delay-Doppler channel
response as defined in (10). We call hplt[l, k|l◦, k◦] the un-
twisted pilot response (UPR), since the overall output response
in (68) includes a phase twist term. Note that the UPR is a
superposition of the sampled effective channel response and
its aliased phase twisted copies.

The effective channel samples (or taps) can be estimated
from the UPR as

ĥdd[l, k|l◦, k◦] := hplt[l + l◦, k + k◦|l◦, k◦] (70)
= hdd[l, k] +∑

(m,n)∈Z×Z−(0,0)

hdd[l + nM, k +mN ]ej2π
ml◦
M e−j2π

n(k+k◦)
N (71)

for (l, k) ∈ S(hdd), where S(hdd) ⊆ Z2 is the support of the
effective channel response hdd[·, ·]. Note that the summation in
(71) is the estimation error term due to DD domain aliasing,
for a given pilot location (l◦, k◦) ∈ {0, . . . ,M − 1} ×
{0, . . . , N − 1} and a DD tap location (l, k) ∈ S(hdd).

B. Channel Predictability

The measured UPR perfectly estimates the channel taps in
the case when S(hdd) is limited to a M×N grid. For example,
suppose that S(hdd) = {0, . . . ,M−1}×{−N/2, . . . N/2−1},
then all the aliased terms in (71) equal zero for (l, k) ∈ S(hdd),
since the aliased copy corresponding to (n,m) ̸= (0, 0) has
the support {nM, . . . , (n+1)M−1}×{mN−N/2, . . .mN+
N/2 − 1} which has no overlap with S(hdd). Hence in this
scenario, the effective channel taps are perfectly estimated
from the UPR of any pilot (l◦, k◦) as given in (70), i.e.
ĥdd[l, k|l◦, k◦] = hdd[l, k] for all (l◦, k◦) ∈ {0, . . . ,M − 1} ×
{0, . . . , N−1}. Furthermore, the UPR for all pairs (l◦, k◦) can
be obtained by any single pilot. In this scenario, the channel
is said to be perfectly predictable [8].

However in general, the support of the effective channel is
not always finite because of the spread due to DD pulse shape
and also due to the physical channel parameter constraints. In
such situations, the effective channel taps will not be estimated
perfectly, and further, an error will be incurred when the
UPR for a pilot at (l◦, k◦) is used to predict the UPR of
another pilot, located at (l′, k′) ̸= (l◦, k◦). Hence to measure

the channel predictability in general scenarios, we define the
relative channel prediction error as

E(hdd) :=

∑
(l,k)∈Shdd

∣∣∣ĥdd[l, k|0, 0]− ĥdd[l, k|M/2, N/2]
∣∣∣2∑

(l,k)∈Shdd

∣∣∣ĥdd[l, k|M/2, N/2]
∣∣∣2

following [8]. The relative channel prediction error measures
the relative error between the predicted taps of a pilot at (0, 0)
and a pilot at (M/2, N/2). Note that E(hdd) equals zero
when the channel is perfectly predictable. Hence, the channel
predictability is said to be high, when E(hdd) is small.

Note that high channel predictability means it is possible
to detect the data symbols at different DD locations in the
input data grid using the effective channel taps as measured
by just a single pilot. This is therefore crucial for simple and
efficient channel estimation, and for data symbol detection
performance.

We now demonstrate channel predictability in various types
of channels. To do this, we use the following Theorem 4,
which provides UPR equations for Type-1 and Type-2 Zak-
OTFS implementations in a sparse P path channel.

Theorem 4. Consider a sparse path channel with a delay-
Doppler response h(τ, ν) =

∑P−1
p=0 hpδ(τ −τp)δ(ν−νp), and

let the receive TC filter be gRx(τ, ν) = δ(τ)δ(ν). Then,

• The UPR for a Type-1 Zak-OTFS with transmit TC filter
g1(τ, ν) = α(τ)β(ν) is given by (72);

• The UPR for a Type-2 Zak-OTFS with transmit TC filter
g2(τ, ν) = α(τ)β(ν)ej2πτν is given by (73);

for pilot location (l◦, k◦) ∈ {0, . . . ,M − 1}×{0, . . . , N − 1}
and (l, k) ∈ Z× Z, where lp :=

τp
T/M and kp :=

νp

∆f/N .

Proof. The proof follows by substituting the effective channel
responses (59),(60) in the definition of UPR given in (69), and
then using Lemma 4. We omit the detailed proof due to lack
of space.

We now demonstrate channel predictability for three general
classes of channels in the following subsections: the under-
spread integer channel, the overspread integer channel, and
the underspread non-integer channel. Note that non-sparse
channels can also be handled similarly to non-integer channels
since it is sufficient to estimate the effective channel taps
under high predictability. We consider our Type-2 Zak-OTFS
implementation with rectangular windows.

Consider rectangular windows A(f) = 1
M∆f I[0,M∆f)(f)

and B(t) = 1
NT I[0,NT )(t). By evaluating the Zak transform of

the time window and the Dual Zak transform of the frequency

hg1
plt [l, k|l◦, k◦] =

P−1∑
p=0

hpe
−j2π

l◦(k−k◦−kp)

MN ej2π
k(l−l◦−lp)

MN DA

(
(l−l◦−lp)

T

M
, (k − kp)

∆f

N

)
ZB

(
l◦

T

M
, (k−k◦−kp)

∆f

N

)
(72)

hg2
plt [l, k|l◦, k◦] =

P−1∑
p=0

hpe
−j2π

(l−lp)(k−k◦−kp)

MN ej2π
k(l−l◦−lp)

MN DA

(
(l−l◦−lp)

T

M
, k◦

∆f

N

)
ZB

(
(l−lp)

T

M
, (k−k◦−kp)

∆f

N

)
(73)
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window in (73) of Theorem 4 for rectangular windows, and
using (70), the estimated channel taps for pilot (l′, k′) are

ĥg2
dd [l, k|l

′, k′] =

P−1∑
p=0

hpe
−j2π

{
l+l′−lp

M

}(
k−kp

N

)
ej2π

(k+k′)(l−lp)

MN

FM (lp − l)FN (k − kp) (74)

where {x} := x−⌊x⌋ is the fractional part of x, and FN (x) :=
1
N

∑N−1
n=0 e−j2π nx

N is the Dirichlet sinc function. FN (x) is
sometimes also referred to as periodic sinc function and as
aliased sinc function, because it can be alternatively expressed
as
∑

m∈Z e
−jπ(x−mN)

N sinc(x−mN).
Hence, the estimated channel for a pilot placed at (0, 0) is

ĥg2
dd [l, k|0, 0] =

P−1∑
p=0

hpe
−j2π

{
l−lp
M

}(
k−kp

N

)
ej2π

k(l−lp)

MN

FM (lp − l)FN (k − kp) (75)

and the estimated channel for a pilot at (M/2, N/2) is

ĥg2
dd [l, k|M/2, N/2] =

P−1∑
p=0

hpe
−j2π

{
l−lp
M + 1

2

}(
k−kp

N

)

ej2π
(k+N

2
)(l−lp)

MN FM (lp − l)FN (k − kp) (76)

Recall from (62) that effective channel response is
hg2

dd [l, k] =
∑P−1

p=0 hpe
jπ(l−lp)e−jπ(k−kp)ej2π

k(l−lp)

MN sinc(l −
lp)sinc(k − kp), which is not localized due to the side-lobes
of the sinc pulses. This means that aliasing in the DD domain
as in (69) cannot be avoided, and this manifests in the form
of Dirichlet sinc functions FM and FN , along with phase
terms in (74). Clearly, perfect predictability is not possible in
general, because the side-lobes of the sinc function lead to a
non-compact channel response and DD domain aliasing.

However in the special case of an integer path underspread
channel, perfect predictability is possible as we will show in
the next section. The underlying reason is that the nulls of the
sinc pulses, line up exactly at the DD grid points in an integer
channel. This means no aliasing from the sinc side-lobes and
that the sampled channel response is compact. Aliasing of the
main-lobes is also avoided because the channel is underspread.

C. Perfectly Predictable Underspread Integer Channel
Consider an integer path channel, where kp ∈ Z and lp ∈ Z.

We call the channel underspread if −N/2 ≤ kp ≤ N/2 − 1
for all p, and 0 ≤ lp ≤ M − 1 for all p. This corresponds to
having Doppler spread maxp νp − minp νp ≤ ∆f and delay
spread maxp τp −minp τp ≤ T . Note that the support of the
channel is S(hdd) = {0, . . . ,M−1}×{−N/2, . . . , N/2−1}.

Lemma 5. An underspread integer channel is perfectly pre-
dictable for a Type-2 Zak-OTFS implementation with rectan-
gular windows.

Proof. Let (x)N := x mod N for integer x. Since FN (x) =
δ[(x)N ] for integer x; in an integer channel, (75), (76) become

ĥg2
dd [l, k|0, 0] =

P−1∑
p=0

hpe
−j2π

{
l−lp
M

}(
k−kp

N

)
ej2π

k(l−lp)

MN

δ[(l − lp)M ]δ[(k − kp)N ] (77)

ĥg2
dd [l, k|M/2, N/2] =

P−1∑
p=0

hpe
−j2π

{
l−lp
M + 1

2

}(
k−kp

N

)

ej2π
(k+N

2 )(l−lp)
MN δ[(l − lp)M ]δ[(k − kp)N ]. (78)

Note that l − lp ∈ {−(M − 1), . . . ,M − 1} and k − kp ∈
{−(N − 1), . . . , N − 1}, since both (l, k) ∈ S(hdd) and
(lp, kp) ∈ S(hdd). Hence, δ[(k − kp)N ] = δ[k − kp] and
δ[(l − lp)M ] = δ[l − lp]. Therefore, (77) and (78) become

ĥg2
dd [l, k|0, 0] =

P−1∑
p=0

hpδ[l − lp]δ[k − kp] (79)

ĥg2
dd [l, k|M/2, N/2] =

P−1∑
p=0

hpδ[l − lp]δ[k − kp] (80)

which are exactly same as the effective channel taps hg2
dd [·, ·].

The relative channel prediction error is 0 since the channel
estimates in (79) and (80) are identical. This shows that the
integer underspread channel is perfectly predictable.

D. Non-predictable Taps in an Overspread Integer Channel

An overspread channel leads to non-predictability even with
integer paths, as we show here. The underlying reason is
aliasing of the main lobes of the sinc pulses in hg2

dd [., .].
Consider an overspread integer channel with 4 paths, where

the path 0 has a normalized delay of l0 = 0 and a normalized
Doppler shift k0 = −N/2. For path 1, k1 = N/2+1, 0 ≤ l1 ≤
M − 1. For path 2, l2 = M + 1 and −N/2 ≤ k2 ≤ N/2− 1,
and for path 3, l3 = 1 and k3 = k2.

This channel is overspread because the Doppler spread
(k1 − k0)

∆f
N > ∆f and the delay spread (l2 − l0)

T
M > T .

We now demonstrate that an overspread channel leads to non-
predictable taps.

From (77) in the proof of Lemma 5, we obtain the channel
estimate of pilot (0, 0) as

ĥg2
dd [l, k|0, 0] = h0δ[l]δ

[
k +

N

2

]
+h1δ[l − l1]δ

[
k +

N

2
− 1

]
+
(
h2e

−j2π
k2
N + h3

)
δ[l − 1]δ [k − k3] (81)

for l = 0, . . . ,M − 1 and k = −N/2 + 1, . . . , N/2 − 1.
Note that the tap gain and location corresponding to path 0
is measured correctly. However, for path 1, the Doppler tap
location is measured to be −N/2+1, but this is not the actual
path Doppler shift of N/2+1, due to aliasing. For path 2, the
aliased delay shift has caused it to superpose onto path 3’s tap
(1, k3) and corrupt it. This demonstrates that the overspread
taps cannot be measured accurately.

Furthermore, consider the channel estimate from pilot
(M/2, N/2) for this channel as follows:

ĥg2
dd [l, k|M/2, N/2] = h0δ[l]δ

[
k +

N

2

]
− h1δ[l − l1]

δ

[
k +

N

2
− 1

]
+
(
−h2e

−j2π
k2
N + h3

)
δ[l − 1]δ [k − k3]

Note that for the overspread taps, the measured gains here are
completely different to what was measured from the pilot at
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(0, 0). The relative prediction error for this example, E(hdd) =
4(|h1|2+|h2|2)∑3

p=0 |hp|2
is very high, unless the overspread path gains

h1, h2 are negligible, i.e. |h1|2 + |h2|2 ≪ |h0|2 + |h3|2.

E. High Predictability in a General Underspread Non-Integer
Channel

In a non-integer path channel, perfect predictability is not
possible due to the side-lobes of the DD domain sinc pulses
even when the channel is underspread. If a path does not
fall exactly on a grid point, the effective channel hg2

dd [., .] has
infinitely many taps due to the side-lobes of the sinc pulse.
The resulting DD domain aliasing is tolerable as long as the
taps with significant energy are highly predictable, i.e. a small
relative prediction error. We demonstrate the factors that effect
channel predictability in a non-integer channel below.

Let SM < M/2 (and SN < N/2) denote the number of
significant side-lobes of FN (and FM ) functions respectively,
i.e. SM is a positive integer such that |FM (x)| < ϵM for
SM < |x| ≤ M/2 for some small positive value ϵM . For
example, S100 = 30 for ϵ100 = 0.0123, and S500 = 26 for
ϵ500 = 0.0123.

Hence note from (75), the energy of a path p in a non-
integer channel spreads into the taps {⌊lp⌋ − SM , . . . , ⌊lp⌋+
SM} × {⌊kp⌋ − SN , . . . , ⌊kp⌋ + SN}, where its contribution
is significant. The non-integer channel is underspread if the
effective delay spread 2SM + maxp⌊lp⌋ ≤ M and 2SM +
maxp⌊kp⌋ −minp⌊kp⌋ ≤ N .

From (75), (76), we note that the prediction error for tap
(l, k), E[l, k] :=

∣∣∣ĥg2
dd [l, k|0, 0]− ĥg2

dd [l, k|M/2, N/2]
∣∣∣ can be

upper bounded as

E[l, k] ≤
P−1∑
p=0

∣∣∣∣∣hpFM (lp − l)FN (k − kp)

(
1− e

−j2π
(

k−kp
N

)({
l−lp
M + 1

2

}
−
{

l−lp
M

}))∣∣∣∣∣ (82)

Note that
{

l−lp
M + 1

2

}
−
{

l−lp
M

}
= 1/2 if

{
l−lp
M

}
< 1/2, and

it equals − 1
2 otherwise. In either case, the expression in (82)

becomes

E[l, k] ≤
P−1∑
p=0

∣∣∣∣hpFM(lp− l)FN(k−kp) sin

(
π(k−kp)

2N

)∣∣∣∣ .
Note that |FM (lp − l)| ≤ ϵM for paths p which do not
contribute significantly to delay tap l, and similarly |FN (kp−
k)| ≤ ϵN for paths do not contribute significantly to Doppler
tap k. Hence for the tap error from these paths to be neg-
ligible, ϵM , ϵN must be negligible, i.e. low side-lobe values
of FN ,FM functions are needed, which requires M,N to be
large values. For paths that do contribute significantly to the
DD tap (l, k), note that the error depends on | sin

(
k−kp

N

)
| ≤

sin
(
SN

2N

)
. This is negligible when SN ≪ N , i.e. when the

roll-off of side-lobes of FN function is rapid.
For a given Zak-OTFS symbol time Wt and bandwidth Wf,

the time-bandwidth product MN is fixed, since M = Wf
∆f ,

N = Wt
T , and ∆f = 1

T , which implies MN = WtWf. This

constraint means that M and N cannot both be chosen large
independently of each other. A tradeoff between M and N is
determined by the choice of ∆f (or equivalently T ) and this
choice therefore impacts the channel predictability.

Apart from parameter choices and the channel, predictability
also depends on the choice of windows, where similar ob-
servations can be made. For high predictability with general
windows A(f), B(t), we require that the dual Zak transform
DA and the Zak transform ZB functions in the UPR equation
(73) have low side-lobe values and rapid roll-offs.

In the next subsection, using numerical simulations, we
compare the channel predictability of Type-1 and Type-2
implementations for both rectangular windows and RRC win-
dows, for various values of ∆f , in a non-integer channel.

F. Numerical Results

In this section, we compare the predictability of Type-1
and Type-2 implementations, along with ODDM [9] and MC-
OTFS [2] in the 3GPP Extended Vehicular A (EVA) channel
model [12]. The path delays and gains of the channel are real-
ized according to the power delay profile specified in the EVA
model. For each path p, the Doppler shift νp = fc

v
c cos(θp)

is realized according to Jakes’ formula, where θp is uniformly
randomly chosen between −π and π. Here, v is the speed of
the user equipment (UE), fc = 4 GHz is the carrier frequency
and c is the speed of light. We consider two UE speeds v of
500 kmph and 1000 kmph, which correspond to a maximum
possible Doppler spread of 3.7 KHz and 7.4 KHz respectively.
Note the channel model is a general non-integer delay and non-
integer Doppler model. The simulation results are averaged
over 104 channel realizations.

For the rectangular windows, we consider a bandwidth of
Wf = 3.75 MHz and a symbol time duration of Wt = 4 ms.
For the RRC windows with roll-off factor r, the bandwidth
is Wf(1 + r) and the symbol time duration is Wt(1 + r). For
each value of ∆f , M is chosen to be Wf

∆f , rounded down to the
nearest even integer, and N is chosen to be Wt

T , rounded down
to the nearest even integer. The support of the channel is taken
to be S(hdd) = {−M/2, . . . ,M/2−1}×{−N/2, . . . , N/2−
1} for calculating the relative channel prediction error.

Fig. 12 presents the predictability comparison for rectangu-
lar windows at speed v = 500 kmph. Note that MC-OTFS has
the worst performance of all the schemes. Type-1 (Tc = T )
implementation has the best performance. This is because the
delay pulse shape α̃(τ) is localized to [−Tc

2 , Tc

2 ] due to the
truncation of the filter response, which reduces the DD domain
aliasing and improves predictability. However, as shown in
Section VII-C, the improvement in predictability incurs a cost
in terms of bandwidth expansion, additional symbol time and
higher spectral side-lobe levels. Note for ∆f = 40 KHz,
(M,N) = (82, 180), and the spectral efficiency comparison
for this case in presented in Section VII-C.

Fig. 13 presents the predictability comparison for rectangu-
lar windows at speed v = 1000 kmph. Firstly, note that since
the maximum possible Doppler spread is 7.4 KHz in this case,
the channel is overspread for ∆f = 5 KHz, which leads to
non-predictability as shown earlier. Hence, all the schemes
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Fig. 12. Predictability comparison with rectangular windows at speed v =
500 kmph.

Fig. 13. Predictability comparisoin with rectangular windows at 1000 kmph.

have very high channel prediction error at ∆f = 5 KHz. Also
note that the prediction error for MC-OTFS has significantly
increased over the entire range. This is because MC-OTFS
does not have a predictable I/O relationship, unlike Zak-OTFS.

Fig. 14 presents the predictability comparison for RRC
windows, at speed v = 1000 kmph. Note that predictability has
improved significantly for all considered schemes, compared
to the rectangular windows. Here, ODDM (r = 0.1, Q = 20)
scheme has the worst performance, followed by Type-1 (r =
0.01, Tc = 10T ) and Type-2 (r = 0.01) both of which have
an identical performance. The Type-1 implementation with
Tc = T has best performance for both r = 0.01, 0.1.

Recall that the frequency window A(f) and the delay pulse
shape α(τ) form a Fourier pair, and so do the time window
B(t) and Doppler pulse shape β(ν). Hence, spread of the
time and frequency windows leads to a more localized pulse
in the DD domain, which improves the channel predictability
and increases the operational range of Zak-OTFS, i.e. the
range of Doppler spread and delay spread values that can be

Fig. 14. Predictability comparisoin with RRC windows at 1000 kmph.

handled. This is a key reason for the better predictability of
RRC windows compared to rectangular windows, as well as
the reason for superior performance of Type-1 implementation
with Tc = T compared to Type-2.

Clearly, there is a trade-off between channel predictability
and spectral efficiency. For example, consider Type-1 (Tc = T )
with rectangular windows and Type-2 (r = 0.01) with RRC
windows. They both have nearly identical time-bandwidth
product at ∆f = 40 KHz; it is 1.018MN for Type-1 and
1.02MN for Type-2. The channel predictability values are also
nearly identical; −24 dB for Type-1 and −26 dB for Type-2.
However, the spectral out-of-band side-lobes are much higher
for Type-1 as was shown in Fig. 10 and Fig. 11.

Hence, design of Zak-OTFS modulation requires a careful
choice of TC filter type, windows, and choice of ∆f to
manage the trade-off between spectral efficiency, out-of-band
emissions and channel predictability.

IX. CONCLUSIONS

In this paper, we have presented practical windowing meth-
ods to realize two types of twisted convolution filters. We have
shown that these methods can be used to implement Zak-OTFS
in two different ways. The Type-1 TC filter Zak-OTFS imple-
mentation can be performed using an interpolation filter on
the precoded and windowed time domain symbols. The Type-
2 TC filter Zak-OTFS implementation is based on modifying a
precoded OFDM implementation called DD-OFDM. We show
that our Type-2 implementation has an advantage over Type-1
due to better spectral efficiency, especially with practical RRC
windows. We also compared the channel predictability of the
two implementations, and demonstrated a trade-off between
channel predictability and spectral efficiency.

APPENDIX

Proof of Lemma 1. From definition of the Zak transform in
(1), Zsg (τ, ν) =

∑
n∈Z s

g(τ + nT )e−j2πνnT . Substituting
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(11), we obtain

Zsg (τ, ν) =
∑
n∈Z

(∫∫
g(τ ′, ν′)s(τ − τ ′ + nT )

ej2πν
′(τ−τ ′+nT )dτ ′dν′

)
e−j2πνnT (83)

=

∫∫
g(τ ′, ν′)

(∑
n∈Z

s(τ − τ ′ + nT )ej2π(ν−ν′)nT

)
ej2πν

′(τ−τ ′)dτ ′dν′ (84)

=

∫∫
g(τ ′, ν′)Zs(τ − τ ′, ν − ν′)ej2πν

′(τ−τ ′)dτ ′dν′

Hence, Zsg (τ, ν) = g ∗σ Zs(τ, ν).

Proof of Lemma 4. From the definition in (36), DX(τ, ν) =∑
m∈Z X(ν + m∆f)ej2πτm∆f . Since X(f) is the Fourier

transform of x(t), note that

DX(τ, ν) =
∑
m∈Z

(∫
x(t)e−j2π(ν+m∆f)tdt

)
ej2πτm∆f

=

∫
x(t)e−j2πνt

∑
m∈Z

e−j2πm∆f(t−τ)dt (85)

Since
∑

m∈Z e
−j2πm∆f(t−τ) is the same as the impulse train

T
∑

n∈Z δ(t− τ − nT ), we obtain

DX(τ, ν) = Te−j2πντ
∑
n∈Z

x(τ + nT )e−j2πνnT (86)

Hence, DX(τ, ν) = Te−j2πντZx(τ, ν).

Proof of Theorem 2. By definition of X[i] in (42) and since
XB [i] = X[i]B(iTs), we obtain from (43) that

x1(t) = T
∑
n∈Z

M−1∑
l=0

x[l, n]B ((nM + l)Ts)

α (t− (nM + l)Ts) (87)

Since Ts =
T
M , and from definition of x[l, n] in (40),

x1(t) = T
∑
n∈Z

M−1∑
l=0

N−1∑
k=0

x̂[l, k]ej2π
nk
N B

(
nT + l

T

M

)
α

(
t− nT − l

T

M

)
(88)

Note from (32) that x1(t) =
∑N−1

k=0

∑M−1
l=0 x̂[l, k]ϕg1

l,k(t).

Proof of Theorem 3. By definition of X̃[i] in (48) and since
X̃A[i] = X̃[i]A(i∆f

N ), we obtain from (49) that

x2(t) = B(t)
∑
m∈Z

N−1∑
k=0

x̃[m, k]A

(
m∆f + k

∆f

N

)
ej2π(mN+k)∆f

N t (89)

From the definition of x̃[m, k] in (46),

x2(t) = B(t)
∑
m∈Z

N−1∑
k=0

M−1∑
l=0

x̂[l, k]e−j2π lT
M

(mN+k)∆f
N

A

(
m∆f + k

∆f

N

)
ej2π(mN+k)∆f

N t (90)

=

M−1∑
l=0

N−1∑
k=0

x̂[l, k]B(t)ej2πk
∆f
N (t− lT

M )

∑
m∈Z

A

(
m∆f + k

∆f

N

)
ej2πm∆f(t−l T

M ) (91)

Note from (39) that x2(t) =
∑N−1

k=0

∑M−1
l=0 x̂[l, k]ϕg2

l,k(t).
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